A Preliminary Study of Critical Robustness Distributions in Neural Network Verification
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Abstract. Neural networks are vulnerable to slight alterations to correctly classified inputs, leading to incorrect predictions. To rigorously assess the robustness of neural networks against such perturbations, exact verification techniques are employed. Robustness is generally measured in terms of adversarial accuracy, based on an upper bound on the magnitude of perturbations commonly denoted as epsilon. For each input in a given set, it is then determined whether a perturbation up to magnitude epsilon can deceive the network. In this work, we demonstrate that by refining the notion of a single bound epsilon as well as the analysis of neural network robustness, interesting insights can be gained. We introduce the concept of critical epsilon values, defined as the maximum amount of perturbation for which a given input is provably correctly classified, such that any larger perturbations can cause misclassification. To effectively estimate the critical epsilon values for each input in a given set, we utilise a variant of the binary search algorithm that we call \textit{k}-binary search. We then analyse the distribution of critical epsilon values over a given set of inputs for 12 classifiers that have been used widely in the literature on neural network verification. Using a Kolmogorov-Smirnov test, we found support for the hypothesis that the critical epsilon values of all of the networks follow a log-normal distribution. We also analyse the distribution of epsilons over a set of previously unseen inputs (testing data) and the Kolmogorov-Smirnov test finds no statistically significant difference compared to seen inputs (training data). Interestingly, we find that input that is easily corrupted to deceive one network may require a considerably larger perturbation to deceive another.
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1 Introduction

It is well known that neural networks are vulnerable to producing incorrect outputs resulting from changes in inputs. One commonly researched type of vulnerability is adversarial attacks, based on small input perturbations. Various research [10,19] has shown how small, sometimes imperceptible changes to an input can mislead even state-of-the-art neural networks. Therefore, robustness against small input perturbations, also known as local robustness, is a crucial aspect to investigate.

Various methods for assuring complete robustness against perturbations within a certain radius have since been developed [1–3,6–9,11,12,20–22,24]. Yearly neural network verification competitions have been held since 2020, aiming to critically assess the performance of different tools available and to incentivise their broad use by means of standardised formats [16]. Verification tools have increased in speed as well as scalability, in part by utilising algorithms from the field of optimisation and GPU acceleration. There exist two types of neural network verification algorithms: (i) complete algorithms and (ii) incomplete algorithms. In contrast to incomplete algorithms, complete verification methods, if run to completion, provide formal proof of whether or not a neural network is robust with respect to a certain input [14]. This comes at the cost of additional computational complexity.

In many works, the size of the input perturbation radius, epsilon, is seen as a parameter that is set in advance [14]. Following this notion, robust accuracy is defined as the percentage of inputs that will be classified correctly, regardless of what perturbation within the predefined bound epsilon will be added to it [25]. Thus, current state-of-the-art tools give for each instance a binary answer to the question of whether a certain perturbation could lead to misclassification.

However, it is our conviction that robust accuracy does not fully describe the robustness of a network, for the following reasons: (i) it requires the domain expert to pre-specify an acceptable perturbation level, which is knowledge that might not be available at that point; (ii) it does not indicate what level of perturbation is tolerated for an individual input before it will be misclassified; and (iii) when comparing two networks with similar robustness accuracy, several important nuances might not be revealed with respect to the robustness observed for individual inputs. For example, when for one network many of the inputs tolerate only a perturbation slightly larger than the pre-defined epsilon value, and for another neural network this margin is much larger, this is information that should be useful to anyone interested in the robust use of the network.

To overcome these limitations, in this work, we are interested in the behaviour of the robustness distributions over input instances of neural networks. In order to study this, we define the concept of critical epsilon value, which is defined as the maximum amount of perturbation to a given input for which the predicted class will provably remain correct. We use a complete verifier to provide the robustness guarantee. In this work, we will utilise a method from the literature, k-binary search [4], to empirically estimate a lower-bound on the critical epsilon value. By running multiple verification queries in parallel, we can make use of the
information obtained from the query that finishes first. In particular, this helps us to determine whether we need to continue running the other verification queries, and/or produce a number of new queries. While Liu et al. [15] have aimed to do the same with a traditional binary search algorithm, they were not able to do so for the computationally challenging case of complete formal verification methods, but rather performed this on the case of incomplete verification methods, resulting in an overapproximation of the actual critical epsilon value for many instances. As such, to the best of our knowledge, our work is the first to analyse the robustness distributions of complete verification methods.

The set of critical epsilon values behaves like a distribution rather than a threshold, which we call the robustness distribution of a given network. An advantage of using distributions to define the robustness of a network is that we can make assumptions about inputs for which we have not found the critical epsilon values.

The main contributions of our work presented here are as follows:

1. We introduce the concept of critical epsilon values, which are defined as the maximum amount of perturbation that provably does not lead to a misclassification for a given input is, such that any larger perturbations could result in a misclassification.
2. We utilise a variant of the binary search algorithm, $k$-binary search, in order to identify the critical epsilon values for a given network. When searching for the critical epsilon for a given network and input, we encounter uncertain delays and possibly missing values. $k$-binary search handles this by evaluating $k$ epsilon values in parallel, potentially terminating queries early when new information becomes available.
3. We analyse the behaviour of robustness distributions of 12 widely used neural networks on both training data and testing data. Surprisingly, we observe that the robustness distributions of the neural networks we analysed follow log-normal distributions. Furthermore, robustness distributions do not significantly differ between training and testing data, suggesting that these distributions generalise to previously unseen inputs.

2 Background

In this section, we cover the background on local robustness verification, as well as the verification method we utilise, and the work of Liu et al. [15], who have looked at robustness distributions in a different context.

**Local robustness verification:** Verification methods for neural networks aim to formally evaluate whether a given model satisfies certain input-output properties. One such property is local robustness, which refers to the ability of a neural network to maintain correct predictions even when inputs are slightly perturbed. To assess local robustness, verification algorithms analyse a set of inputs and seek to determine whether there exist small perturbations that could cause the model to produce incorrect outputs. Such small perturbations added to the formally correctly classified image is called an adversarial example. The size
of these perturbations is restricted by a predefined maximum radius, typically denoted by \( \varepsilon \), which limits the extent of changes that can be made to each input variable.

Formally, a deep neural network classifier can be described by a function \( f_\theta \) in \( \mathbb{R}^n \rightarrow \mathbb{R}^m \), where \( \theta \) is the set of trainable parameters for \( f_\theta \), \( n \) is the number of input variables and \( m \) is the number of possible classes.

Assume an input \( x_0 \) with correct label \( \lambda(x_0) \) and a region around \( x_0 \) defined by \( G_{p,\varepsilon}(x_0) = \{ x : ||x - x_0||_p < \varepsilon \} \). Local robustness verification aims to formally answer whether there exists a perturbed input \( x \in G_{p,\varepsilon}(x_0) \) such that the predicted label of \( x \) is no longer equal to the predicted label of \( x_0 \). In this research, the perturbation is measured by the \( l_\infty \) norm.

Local robustness verification is typically modelled using mixed-integer program (MIP) formulations, which is an NP-complete problem. If an adversarial example exists, it will be found if the solver is given enough time. However, as neural networks can have many millions of variables, current verifiers do not scale well to state-of-the-art networks. Verification tools have increased in speed as well as scalability, in part by utilising algorithms from the field of optimisation \([2,11,12]\) as well as GPU acceleration \([6,18,22]\). There also exist incomplete verification tools; however, these do not provide the guarantee of an answer, even if run arbitrarily long.

Branch-and-Bound-based neural network verification: In our experiments we utilise a recent version of the Branch-and-Bound-based neural network verification framework (BaB) \([3,6]\). BaB tackles the verification problem by converting it into a global mixed integer programming (MIP) formulation and subsequently solving it using the branch-and-bound algorithm. The branch-and-bound algorithm partitions the feasible region of the MIP formulation into smaller regions, making it easier to solve the MIP iteratively.

Robustness distributions for incomplete verification methods: Setting out to validate inputs, Liu et al. \([15]\) introduce the use of the binary search algorithm to find what we call the critical epsilon. Their study utilised the CLEVER method \([23]\), which estimates minimal distortion, as well as ERAN with RefineZono \([18]\) and DeepZono \([17]\), which are a complete and incomplete verification method, respectively. Their work was limited to an analysis of the distribution of critical epsilon for one small network using complete verification, citing the costliness of the process for the other neural networks they studied. Additionally, they assumed that the distribution of robustness follows a normal distribution, which stands in contradiction to our results presented later.

3 Robustness distributions

In this section, we present the definition of critical epsilons as well as \( k \)-binary search \([5]\), the algorithm we utilise to find critical epsilon values. These two concepts are necessary to obtain the robustness distributions we are investigating in this work.
3.1 Critical epsilon values

We define the critical epsilon value $\varepsilon^*$, for a trained neural network $f_\theta$ and input $x_0$ with correct class $\lambda(x_0)$, as the maximum perturbation size such that any perturbed input $x \in \{ x : \| x - x_0 \|_p < \varepsilon^* \}$ cannot lead to misclassification and any perturbation larger that $\varepsilon^*$ will provably lead to misclassification.

Existing complete verifiers are able to verify whether an adversarial example exists within a certain radius $\varepsilon$ and provide the adversarial example if one is found. However, these methods are currently not able to determine the aforementioned critical epsilon $\varepsilon^*$.

Therefore we need to find alternative methods to accomplish this. Verifying every possible $\varepsilon$ is infeasible, because verification can take considerable time, due to the computational complexity of the problem. In order to utilise the advantages of (binary) search methods, we will discretise the problem and investigate a predefined set of epsilon ranges.

In this research, we define $\tilde{\varepsilon}^*$ as the empirical lower-bound to $\varepsilon^*$. Assume we investigate a set of epsilon values $\mathcal{E} = \{ \varepsilon_0, ..., \varepsilon_n \}$ for a given network $f_\theta$ and input $x_0$, where $\varepsilon_i < \varepsilon_{i+1}, \forall i \in \{0, \ldots, n-1\}$. If there exists an adversarial example for $\varepsilon_i$, where $0 < i \leq n$, and no adversarial example for $\varepsilon_{i-1}$, $\tilde{\varepsilon}^*$ is determined at $\varepsilon_{i-1}$. The exact critical epsilon, $\varepsilon^*$ will be in the range $[\varepsilon_{i-1}, \varepsilon_i)$. In the case where perturbation with maximum value $\varepsilon_i$ does not lead to misclassification and $\varepsilon_{i+j}$ does lead to a misclassification, where $0 \leq i < n$ and $0 < j \leq n - i$ and the verifiers are not able to resolve the verification queries for epsilon values in between these two in the set (e.g., due to time-outs or memory issues), $\tilde{\varepsilon}^*$ will be determined at $\varepsilon_i$ as a conservative lower-bound.

3.2 $k$-binary search

A naïve approach to finding the critical epsilons is to verify all values in $\mathcal{E} = [\varepsilon_0, ..., \varepsilon_n]$. However, this is inefficient in terms of resource use, as solving a single verification query is already compute-intensive.

For each verification query, the verification of whether or not a specific epsilon value with a specific network and input leads to an adversarial example takes an unknown amount of time, and we define a time-out for each query. This means that a binary search approach experiences delays and potentially contains missing results, if the time-out is reached. If we use a regular binary search, as done by Liu et al. [15], it is possible that the benefits of binary search are nullified by the delays and missing values.

Instead, we propose $k$-binary search, a modified version of binary search, based on the work of Cicalese et al. [4]. The key idea is to verify $k$ queries in parallel, rather than just one at a time. In their work, Cicalese et al. [4] analysed the optimal strategy for binary search when there are unknown delays and at most one missing value. In $k$-binary search, we apply this strategy to verify multiple queries of the same network and input with different epsilon values at once. Normal binary search typically selects the midpoint of a sorted array, checks the answer and iteratively continues until the correct element is found.
When verifying multiple queries in parallel, we divide the search space into \( k + 1 \) parts. In this research we choose to use equal-sized parts. Using information from the queries that run in parallel but find a result faster, we can therefore reduce the total time necessary to find the critical epsilon values.

For example, suppose we are simultaneously verifying query \( A \) and \( B \) with epsilons of value \( a \) and \( b \) respectively, where \( a > b \) for a given input and network. If \( A \) terminates before \( B \), in some cases we can immediately use the result of \( A \) to infer the result of \( B \). Specifically, if for \( a \), no adversarial example is found, we know that there will be no adversarial example found for \( b \), and we can terminate that process early. This allows us to save computing resources by avoiding unnecessary verification runs.

Using the \( k \)-binary search on the discretised problem will not provide us with the exact critical epsilon; instead, the algorithm gives us a range within which the exact critical epsilon lies. For example, if we find an adversarial example for an epsilon of size 0.005, but there does not exist one for 0.003, we take 0.003 as our empirical bound for the critical epsilon value, knowing that the actual critical epsilon lies in the range \((0.003, 0.005]\). In case we find, for example, for epsilon 0.003 there exists no adversarial example and then for one or more consecutive epsilons we find errors or time-outs and for the next epsilon, we find an adversarial example we again determine 0.003 as the lower-bound to the critical epsilon. We have thus discretised the problem of finding an estimation of the critical epsilon for a given input.

4 Empirical investigation

In our computational experiments, we pursued the following goals. Firstly, we explore whether \( k \)-binary search is able to determine reasonable lower-bounds on the critical epsilon values. Secondly, we investigate whether the critical robustness distributions follow the same parametric distribution class for all neural networks. Finally, we assess whether the critical robustness of the training observations and the testing observations come from the same distribution for each network.

4.1 Experimental setup

Network selection: For this experiment, 12 pre-trained MNIST neural networks were used. These neural networks were also part of the work by König et al. [13] and are generally widely used in the literature on neural network verification. We only consider neural networks that were not adversarially trained, in order to see how the robustness distributions of standard neural networks behave. An investigation of the behaviour of robustness distributions for adversarially trained neural networks is left for future work. While the aforementioned work investigates 15 neural networks, three of these lead to various errors, caused by input incosistency and out-of-memory issues, which is why we omitted these from our study.
Our research is limited to examining MNIST networks that have been extensively studied in the literature on neural network verification. Although some CIFAR classifiers are commonly used in such studies, their accuracy is generally low. For this reason, we chose not to include CIFAR networks in our research, as we believe the robustness distributions of classifiers with such low accuracy may not accurately represent the behaviour of state-of-the-art neural networks.

**Instance selection:** In this work, we use the first 100 MNIST training-set images and 100 MNIST testing-set images. We only use an image for a specific network if the image was originally correctly classified, meaning that the set of images in the distribution might vary over networks. The reason for this is that the neural networks do not originally misclassify the same inputs. In total, we attempted to find the critical epsilons for 1147 verification queries with training images and 1154 verification queries with testing images. Each verification query used a maximum of 3 CPU cores and 20GB of memory. The time-out for each sub-verification query was set to one hour.

**Algorithm setup:** We conducted a $k$-binary search with a range of epsilon values from 0.001 to 0.4, in intervals of 0.002, resulting in a length of 40 for the epsilon range. Cicalese et al. [4] analyse the exact maximum length $n$ of values in the range for $k$-binary search such that there exists a winning of $t$ queries when at most $k$ queries are started simultaneously. Using their formula, we find that using two simultaneous queries will result in a theoretical maximum of 11 queries to find the critical epsilon within the 40 intervals. However, we note that Cicalese et al. [4] assume a maximum of one time-out in the epsilon range. In our setting, we have an unknown number of time-outs, which renders the problem more complex. Using two parallel queries, we split the remaining search space into equal-sized parts every time. When one of the queries finishes yet the other query is not fished and we have no new information about the unfinished query, we will find a new $\varepsilon$ that is in the midpoint of the new range of epsilons.

**Hardware:** The experiments were carried out on a cluster of machines equipped with Intel Xeon E5-2683 CPUs with 32 cores, 40 MB cache size and 94 GB RAM, running CentOS Linux 7.

### 4.2 Critical robustness distributions on training data

Figure [1] shows a boxplot of the robustness distribution of training set of the 12 MNIST classifiers. It shows that for different epsilon values, different networks would be preferable based on robust accuracy.

For example, suppose that we had chosen an epsilon value of 0.012, which is used widely in practice, network $relu_4_{1024}$ has a robust accuracy of 93% and network $net$ a better robust accuracy of 100%. However, had we chosen an epsilon value of 0.04, network $relu_4_{1024}$ and $net$ have a robust accuracy of 66% and 49% respectively. While this is not reflected by the minimal critical epsilon, network $relu_4_{1024}$ has the highest median and could be seen as one of the most robust networks over the entire set. In Figure [1] we can see two reference lines at 0.012 and 0.04 to further illustrate this example.
Fig. 1: Boxplot of the distribution of $\hat{\varepsilon}^*$ for 12 MNIST classifiers over their set of correctly classified inputs out of the training data considered.

Figures 2a and 2b display the cumulative distribution functions of the robustness distribution for the classifier with the highest median and the classifier with the second-highest median and lowest median, respectively. In Figure 2b, it can be seen that the robustness distribution of network relu_4_1024 is better than that of network nn. However, in Figure 2a we cannot make such a claim. It is evident that, for approximately the 50% least robust images, the net_256x6 network has a higher $\hat{\varepsilon}^*$ values.

We use the Kolmogorov-Smirnov test with a standard confidence level of 0.05 to investigate whether the robustness distributions of the training set are significantly different from a log-normal distribution. For none of the networks we find evidence that their robustness distribution of the training data is significantly different from a log-normal distribution.

Finding that the critical epsilon values follow a specific distribution means that the critical epsilon values of data we have not assessed is likely to follow the
Fig. 2: Cumulative distribution of the fraction of instances for which $\tilde{\epsilon}^*$ has been found for the training data, for three different networks for comparison.

same distribution. This implies that it is possible to determine the robustness of a neural network without the need to evaluate every conceivable input.

4.3 Critical robustness distributions on testing data

Figure 3 contains the boxplots of the robustness distributions for the approximate critical epsilons, $\tilde{\epsilon}^*$, for the training set and testing sets. Clearly, the boxplots of each network’s testing distribution is fairly similar to that of the corresponding training distributions.

Figures 4a and 4b show the CDF of the training and testing data for two different networks. We show in Figure 4a the network with the highest median and in 4b the CDF of the neural network with the lowest median of the networks considered. Empirically, we can see that the distributions of the training and testing data are very similar.

We use the Kolmogorov-Smirnov test with a standard confidence level of 0.05 to investigate whether the robustness distributions of the testing set are significantly different for each of the networks. For none of the networks, we find evidence that their robustness distribution of the testing data is significantly different from the distribution of the training data. This could imply that finding the robustness distributions for the training set is sufficient for analysing the overall robustness of a network in a supervised learning scenario. However, at this point, we have limited empirical evidence for this claim, and more research is needed to confirm it further.

4.4 Behaviour of $k$-binary search

We analyse several aspects of the behaviour of $k$-binary search.
Critical terminations: One consequence of using verification queries with a time-out is that we might encounter time-outs of critical epsilons. This means that we get one or more time-outs for epsilons in between two epsilons for which the smallest does not lead to an adversarial example and the larger does. However, examining our dataset which exists of a total of 2,301 instances spread over 12 classifiers and is split between the testing data and training data of the classifiers. We encounter a total of 61 critical terminations (either a time-out, memory limit, or other runtime error) over the testing and training queries combined, which is 2.6 % of the cases. In all other cases, we were able to estimate a lower-bound on the critical epsilon that is as tight as possible, given the discretisation of the problem.

Discretised epsilon values: We choose a range of epsilons based on what we have encountered in literature. Based on the results we conclude that this range seems reasonable as in none of the verification queries we have found a critical epsilon of 0.4. The maximum critical epsilon was 0.203 and the minimum
Fig. 4: Cumulative distribution of the fraction of instances for which the $\tilde{\epsilon}^*$ has been found for the training and testing data, for two different networks.

was 0.001. There were no cases where verifying an instance with an epsilon of 0.001 returned an adversarial example.

**Connection with theory:** The theoretical maximum number of verification subqueries is 11, as mentioned in Section 4.1. This theoretical maximum applies when there is a maximum of one missing answer, where we have an unknown number of missing answers. Empirical analysis shows that there was a maximum number of 18 verification sub-queries and an average number of 11.69 overall experiments performed. This average implies that the assumption of having at most one missing answer makes the problem easier, and that therefore, there is room for more theoretical work that studies the more complicated case where there can be an arbitrary number of missing answers.

5 Discussion and outlook

In this preliminary study, we have shown the limitations of looking at robust accuracy with respect to a fixed perturbation radius in the context of defining the robustness of a neural network. In particular, the relative robustness of networks varies greatly under different perturbation radii. As an alternative, we propose the critical epsilon value, which provides a far more nuanced view of neural network robustness. Rather than a single adversarial accuracy value, we now obtain a more informative distribution describing the robustness across observations. While determining critical epsilon values comes at an additional computational cost, we show that when utilising parallel $k$-binary search, they can be determined efficiently.

In particular, analysing these critical robustness distributions, we have found evidence that they closely resemble log-normal distributions. We also found
evidence that the robustness distribution for inputs that the network was not
trained on (testing data) is not significantly different than that for the inputs
used for training. Using these distributions, it becomes possible to confidently
make general statements of the robustness of a given network, without the need
to determine the critical epsilon value for the entire dataset. Further investigation
is required to validate this by testing this hypothesis on a larger and more diverse
set of neural network verification problems.

In future work, we plan to explore ways of allowing verification algorithms
to find critical epsilon values directly, rather than via a wrapper method such
as $k$-binary search. Additionally, we will investigate how robustness distribu-
tions change when neural networks are trained with various adversarial training
methods.
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