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Abstract. This work describes an initial study towards automating trading strategies for foreign currency pairs. Generally, a stream of bid and ask prices is converted in an unsupervised fashion into a pre-defined set of so-called technical indicators that allow machine learning algorithms to induce a model. This in itself is a data-wrangling task. We assembled a benchmark suite containing 32 currency pairs. We ran an initial experiment with a fixed set of technical indicators. The results show that we can outperform the majority classifier by a small margin, consistently across datasets. We outline how we intent to apply advances in automated machine learning to automate the process of generating technical indicators.
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1 Introduction

Trading on financial markets, such as the stock market and foreign exchange (FOREX), comes with great challenges and opportunities. In order to deploy a trading strategy, many components need to work together, e.g., identifying trends, predicting whether the price of a certain financial asset will increase or decrease, assessing the risk and deciding on a proper action. The stock market often shows high volatility and has been identified as one of the most challenging applications of AI [10]. Related work has shown that the quality of stock price prediction can be more accurate with technical analysis [4, 12], i.e., statistical properties on recent intervals of the data.

There have been applications of machine learning to various well-defined sub-problems of foreign exchange trading. In the following, we discuss several studies that inspired our research. Most notably, Dempster & Leemans [6] proposed a reinforcement learning technique. Their system deployed a proper trading strategy and obtained a profit of more than 26\% per annum over two years with high-frequency data, on a single dataset. Baasher & Fakhr [2] study the binary classification problem whether the price of a currency will increase or decrease over a given time interval. They apply technical indicators and report that the natural prediction class, whether the closing price of an interval will rise or not, is not very predictable, therefore they define a task predicting whether the high
price of a time interval will rise. Although their results seem solid, no viable trading strategy can be applied to such predictions. Sidehabi & Tandungan [15] view the problem as a regression task and train a support vector regressor to predict the actual value. Indeed, when working with numeric targets, regression is a natural fit for this problem. Although visual inspection suggests that the results are decent, the study is quite small in scale and does not implement any baseline methods for comparison, making it hard to assess the significance of the contribution.

We study the binary classification problem whether the currency price will increase or decrease over a specific period of time. We have assembled a benchmark suite with data obtained from Dukascopy\(^3\), containing 32 currency pairs. For all currency pairs, we assembled datasets with daily, hourly and per-minute intervals. All currency pairs are recorded over the same period (daily intervals and hourly intervals: 2012-2018; per-minute intervals: 2018), so these can be merged to utilize meta-learning and transfer learning techniques. Our contributions are as follows: (i) We apply state-of-the-art hyperparameter optimization techniques (including Auto-sklearn) to the various datasets and report on performance compared to baselines; (ii) we outline how automated data science and meta-learning can be used to further improve predictive results; and (iii) we make the benchmark suite available on OpenML\(^4\), for the community to participate in this scientific challenge on a homogeneous collection of datasets.

2 Machine Learning using Technical Indicators

For any given pair of currencies \((A, B)\), trading data from a broker typically comes in a triplet of the follow information: timestamp, bid price and ask price. The ask price specifies what the trader wants to pay (expressed in currency \(B\)) for a unit of currency \(A\), and the bid price in currency \(B\) the price at which the trader sells a unit of currency \(A\). Note that the ask price is always higher than the bid price – this is how the market-maker makes profit. A natural machine learning problem is to predict whether the price increases or decreases within a specific time interval. The problem is often abstracted to fixed intervals – in the case of this study: days, hours and minutes. For each interval, for both the ask price and the bid price, the following information is collected: (i) \emph{open}: the price at the start of the interval; (ii) \emph{close}: the price at the end of the interval; (iii) \emph{high}: the highest price during the interval; (iv) \emph{low}: the lowest price during the interval; and (v) \emph{volume}: the liquidity at Dukascopy during the interval in millions. This results for each interval in 10 predictive features (5 based on the bid price, 5 based on the ask price). We denote the average of the bid and ask price at the open, close, high, low and volume in interval \(i\) as \(O_i, C_i, H_i, L_i\) and \(V_i\), respectively. The high or low over multiple intervals is denoted by a range in subscript, e.g., \(H_{[i-n,i]}\) denotes the highest price over the \(n\) intervals up to, and including \(i\).

\(^3\) https://www.dukascopy.com/swiss/english/marketwatch/historical/

\(^4\) See: https://www.openml.org/s/219
Technical Indicators. The current interval is denoted with index $i$. Several technical indicators are parameterized by $n$, the size of the time window.

<table>
<thead>
<tr>
<th>Name</th>
<th>Definition</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Moving Average</td>
<td>$SMA_i = \frac{C_{i-n+1} + \ldots + C_{i+n}}{2n}$ (can be defined on open, high and low as well)</td>
<td>[1]</td>
</tr>
<tr>
<td>Stochastic Oscillator</td>
<td>$%K = \frac{C_i - L_{i-n+1}}{H_{i-n+1} - L_{i-n+1}}$, $%D = \frac{%K_{i-n+1} + %K_{i-n+2} + \ldots + %K_n}{n}$</td>
<td>[1]</td>
</tr>
<tr>
<td>Momentum</td>
<td>$\frac{C_i - C_{i-n}}{C_{i-n} - H_{i-n+1}}$</td>
<td>[11]</td>
</tr>
<tr>
<td>Price Rate of Change</td>
<td>$\frac{C_i - C_{i-n}}{H_{i-n+1} - L_{i-n+1}} - C_i$</td>
<td>[1]</td>
</tr>
<tr>
<td>Williams %R</td>
<td>$\frac{H_{i-n+1} - C_i - C_{i-n}}{C_i x 2 + H_{i-n+1} + L_{i-n+1}}$</td>
<td>[1]</td>
</tr>
<tr>
<td>Weighted Closing Price</td>
<td>$WADL_i = WADL_{i-n} + \begin{cases} \min(L_i, C_{i-n}) \ast V_i &amp; \text{if } C_i &gt; C_{i-n} \ \max(H_i, C_{i-n}) \ast V_i &amp; \text{if } C_i &lt; C_{i-n} \ 0 &amp; \text{otherwise} \end{cases}$</td>
<td>[1]</td>
</tr>
<tr>
<td>Moving Average Convergence</td>
<td>Exponential moving average, placing a greater weight on the most recent data points</td>
<td>[1]</td>
</tr>
<tr>
<td>Distribution Line</td>
<td>The variation over the sum of $H_i$, $L_i$ and $C_i$ from its statistical mean</td>
<td>[1]</td>
</tr>
<tr>
<td>Bollinger Bands</td>
<td>Upper- and lowerband: two standard deviations shifted respectively up or down from $SMA_i$</td>
<td>[1]</td>
</tr>
<tr>
<td>Heikin-Ashi</td>
<td>Candlestick bar $(O_{HAi}, C_{HAi}, H_{HAi}, L_{HAi})$ which eliminates intraday regularities from a normal bar $(O_i, C_i, H_i, L_i)$</td>
<td>[16]</td>
</tr>
<tr>
<td>Mean Open &amp; Close</td>
<td>Variance over ${O_{i-n+1}, O_{i-n+2}, \ldots, O_i, C_{i-n+1}, C_{i-n+2}, \ldots, C_i}$</td>
<td>-</td>
</tr>
<tr>
<td>High Price Average</td>
<td>Simple moving average over the high</td>
<td>-</td>
</tr>
<tr>
<td>Low Price Average</td>
<td>Simple moving average over the low</td>
<td>-</td>
</tr>
<tr>
<td>High, Low Average</td>
<td>Simple moving average over the sum of high and low</td>
<td>-</td>
</tr>
<tr>
<td>Trading Day Price Average</td>
<td>Simple moving average over the sum of the open, high, low and close</td>
<td>-</td>
</tr>
</tbody>
</table>

Generally, machine learning models are induced based on a dataset $D = \{(x_i, y_i) \mid i = 1, \ldots, n\}$ to map an input $x$ to output $f(x)$, which closely represents $y$. In this study, we view this as a classification problem, where the $y$-values represent whether the average of the two closing price (bid and ask) at a given interval will increase within a specific time interval. Note that this is a binary classification problem, as the price will either (i) increase (positive class); or (ii) stay the same or decrease (negative class). The $x$-values are in this case the technical indicators. As such, the trained model predicts the $y$-value based on a small window from the past. Note that this problem can generally be addressed as a data stream task [3]. In the data stream setting, the order of the data is relevant. After a certain interval has been processed, the information (and class-label) becomes available to the model and can be used for future predictions. For each observation, technical indicators [1] can be defined. Table 1 shows a subset of the technical indicators that we considered in this research. On top of this set, we also added a set of technical indicators from the ‘Technical Analysis’ library.\footnote{https://github.com/bukosabino/ta} Note that several of these are parameterized (by size of the time window). For those, we followed the parameterization of [2]. However, a great challenge lies in properly tuning these parameters; this is considered future work.
3 Results

We present results for two experimental settings: (i) default hyperparameters, and (ii) optimized hyperparameters. For the first setting, we used random forests and gradient boosting with the default hyperparameters from Scikit-Learn [13]. The results reflect the different patterns in daily, hourly and per-minute intervals. Figure 1 and Figure 2 show the results of daily and hourly intervals, respectively. Result plots for per-minute intervals are omitted due to a lack of space, however, they can be found in [14]. For the second setting, we optimized random forests and gradient boosting using 100 iterations of random search (the recorded run time was always between 1,274 and 4,864 seconds). We also ran Auto-sklearn [8], using an overall wall-clock time budget of 3,600 seconds. This setup was run on a daily interval for the closing price. The results are shown in Figure 3. Note that due to the different parameterizations, it is hard to fairly compare the Auto-sklearn and random search results. Every experiment was run 10 times, with varying random seeds. Each figure plots the 32 datasets on the x-axis (currency pairs, abbreviated to their ISO-4217 code), and the respective accuracy scores on the y-axis. The boxes plot the spread across the random seeds. We used hold-out with the first 80% of the ordered observations for training and the final 20% of the ordered observations for testing. The hyperparameters are internally optimized using 5-fold cross-validation on the train set. The red line indicates the performance of the constant classifier that always predicts the majority class measured over the test set and the green line indicates the performance of a classifier that predicts the same direction as seen in the previous interval.

In the results we see different patterns in the prediction task. Firstly, the hourly interval can be best predicted, improving over the constant classifier on average by 0.67% (random forest) and 1.47% (gradient boosting). The daily interval improves over the constant classifier on average by 0.68% (random forest) and 1.41% (gradient boosting). The per-minute interval is hard to predict, gradient boosting outperforms the constant classifier on average by 0.47%, whereas the constant classifier outperforms the random forests by 0.56%. We speculate that the minute data is too volatile to predict with the current resolution of the data. Although these numbers seem small on average, we note that im-
provements are consistent across datasets. A Nemenyi test [7] showed significant difference between the classifiers and the no-change. Moreover, gradient boosting is significantly better than the constant classifier in the hourly interval and Auto-sklearn and random forests are significantly better than the constant classifier in the daily interval with optimized hyperparameters. Furthermore, some currency pairs can be very well predicted, e.g., Euro to Norwegian Krone. Secondly, gradient boosting obtains higher accuracy scores than random forests with default hyperparameters, i.e., 0.80% for daily intervals, 0.73% for hourly intervals and 1.03% for per-minute intervals. On the contrary, random forest obtains a higher accuracy score than gradient boosting when hyperparameters are optimized, i.e., 0.47% for daily intervals. Furthermore, we see that Auto-sklearn (16 currency pairs) often achieves the highest average accuracy score, followed by gradient boosting (9 currency pairs) and then random forest (7 currency pairs). Naturally, we see that the hyperparameter optimization and Auto-sklearn obtain better accuracy than default hyperparameters; random forest improves by 1.89%, gradient boosting by 0.69%. Further experiments showed that a profit can be made from these improvements [14].

4 Future Work: Improvements and Automation

Clearly, automating data science can be used in several ways to further improve these results. In future work, we propose to use (i) meta-learning, where trends in historic datasets are used to make predictions for new datasets [5, 9]. Unlike the current work, meta-learning takes into consideration correlations between datasets to improve predictions. It seems natural to assume that exchange rates between various currency pairs are correlated, and this can be exploited. (ii) Optimizing the technical features. Many of the technical indicators have one
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**Fig. 3.** Optimized hyperparameters, daily interval.
or multiple parameters, representing the width of the time window the indicator is based on. In most current studies, this window is fixed. However there is a great opportunity for AutoML methods to optimize in this parameter space. Whether this should be considered a two-stage or joint optimization problem is an open research question. By making the assembled benchmark suite publicly available, we encourage further study of this scientific challenge.
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