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Abstract As restricted quantum computers become available, research focuses
on finding meaningful applications. For example, in quantum machine learning, a
special type of quantum circuit called a quantum neural network is one of the most
investigated approaches. However, we know little about suitable circuit architectures
or important model hyperparameters for a given task. In this work, we apply
the functional ANOVA framework to the quantum neural network architectures
to analyze which of the quantum machine learning hyperparameters are most
influential for their predictive performance. We restrict our study to 7 open-
source datasets from the OpenML-CC18 classification benchmark, which are small
enough for simulations on quantum hardware with fewer than 20 qubits. Using this
framework, three main levels of importance were identified, confirming expected
patterns and revealing new insights. For instance, the learning rate is identified
as the most important hyperparameter on all datasets, whereas the particular
choice of entangling gates used is found to be the least important on all except
for one dataset. In addition to identifying the relevant hyperparameters, for each
of them, we also learned data-driven priors based on values that perform well
on previously seen datasets, which can then be used to steer hyperparameter
optimization processes. We utilize these priors in the hyperparameter optimization
method hyperband and show that these improve performance against uniform
sampling across all datasets by, on average, 0.53%, up to 6.11%, in cross-validation
accuracy. We also demonstrate that such improvements hold on average regardless
of the configuration hyperband is run with. Our work introduces new methodologies
for studying quantum machine learning models toward quantum model selection in
practice. All research code is made publicly available.
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LIACS, Leiden University, Niels Bohrweg 1, 2333 CA Leiden, Netherlands
E-mail: c.moussa@liacs.leidenuniv.nl



2 Charles Moussa et al.

1 Introduction

Quantum computers have the potential to efficiently solve computational prob-
lems believed to be intractable for classical computers, such as factoring [66] or
simulating quantum systems [18]. In the current noisy intermediate-scale quantum
era [55], fault-tolerant quantum algorithms face many limitations (e.g., the number
of qubits, decoherence, etc.). Consequently, hybrid quantum-classical algorithms
were introduced to target practical applications under these constraints, such
as chemistry [45], combinatorial optimization [16], and machine learning [2]. In
exceptional cases, quantum models can exhibit exponential advantages over clas-
sical ones [30,38,59,70]. More theoretical works also study these models from a
generalization perspective [11]. Quantum neural networks are quantum circuits
with adjustable parameters that have been used to tackle regression [43], classifica-
tion [23], generative adversarial learning [76], and reinforcement learning tasks [30,
68].

However, the value of such quantum models is still to be delved into in any larger-
scale methodical fashion and on real-world datasets [22,54]. Presently, standard
practices from machine learning, such as large-scale benchmarking, hyperparameter
importance, and analysis, have been challenging tools to use in the quantum
community [63]. Numerous ways to design quantum circuits for machine learning
tasks call for hyperparameter optimization and other methods from the field of
automated machine learning [28]. However, more intuition is needed on which
quantum machine learning hyperparameters are important to optimize and which
are less important for efficient hyperparameter optimization [8,17,44].

In order to broach this question, we employ functional ANOVA [26,69], a sta-
tistical framework which can be used for assessing hyperparameter importance. To
obtain more general results, we follow and extend the methodologies provided by [56,
65], who employed functional ANOVA across datasets. Our work distinguishes
itself from the previous work by applying it to the challenging case of simulated
quantum neural networks, which come at a significantly increased computational
cost compared to the conventional models.

We selected a subset of several low-dimensional datasets from the OpenML-
CC18 benchmark [7] matching the current scale of simulations of quantum hardware.
We defined a configuration space consisting of ten hyperparameters identified based
on a literature study. We then apply the functional ANOVA framework across
datasets and extend it with a critical verification step of the internal surrogate
models. This results in a ranking of the importance of hyperparameters across
datasets. We also perform an extensive experiment to verify whether the importance
ranking of hyperparameters holds in practice. Our main findings align with existing
knowledge and reveal new insights. For instance, setting the learning rate well is
found to be the most critical hyperparameter, whereas the particular choice of
entangling gates used is identified as the least important on all except one dataset.

Finally, we demonstrate the usefulness of our insights on hyperparameter impor-
tance within a hyperparameter optimization procedure. Following the methodology
used in [56], we learned data-driven priors based on values that achieve good
performance on previously seen datasets for each hyperparameter. We utilize these
priors in the hyperparameter optimization method hyperband, and compare it to
the original version of hyperband, which samples hyperparameter configurations
uniformly across the input space. We show that the data-driven priors improve
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performance by 0.53%, up to 6.11%. Extending from [56], we also demonstrate that
such improvements hold on average regardless of the configuration of hyperband.
Indeed, across various instantiations of hyperband considered in our study, we
improve over the original version of hyperband in 77.2% of cases when sampling
according to the data-driven priors.

This paper is an invited extended edition to the original version [48], including
the additional methodology and experiments on the data-driven priors for quantum
neural networks. We make all of our results and experimental scripts publicly
available.1

2 Background

This section introduces the necessary background on functional ANOVA, quan-
tum computing, and quantum circuits with adjustable parameters for supervised
learning.

2.1 Functional ANOVA

When applying a new machine learning algorithm to solve a specific task, it is
not known a priori which hyperparameters to optimize, what are the good ranges
for these hyperparameters to sample from, and which values in these user-defined
ranges are suitable to get high performance. Several techniques exist that assess
hyperparameter importance, such as forward selection [27], ablation analysis [4],
local parameter importance [6], and functional ANOVA [26,60]. These techniques
are typically used as a post-hoc procedure, stating which hyperparameters were
most influential after executing the hyperparameter optimization process. The
work of [56] showed that these findings could generalize across datasets.

We first introduce the relevant notation, based on the work by Hutter et al. [26].
Let A be a machine learning algorithm that has n hyperparameters with domains

Θ1, . . . , Θn and configuration space Θ = Θ1 × . . .×Θn. An instantiation of A is a
vector θ = {θ1, . . . , θn} with θi ∈ Θi, for all i ∈ [n] = {1, . . . , n} (this is also called
a configuration of A). A partial instantiation of A is a vector θU = {θi1 , . . . , θik}
with a subset U = {i1, . . . , ik} ⊆ N = [n] of the hyperparameters fixed, and the
values for other hyperparameters unspecified. Note that θN = θ.

Functional ANOVA is based on the concept of a marginal of a hyperparameter,
i.e., how a given value for a hyperparameter performs, averaging over all possible
combinations of the other hyperparameters’ values. The marginal performance
âU (θU ) is described as the average performance of all complete instantiations θ
that have the same values for hyperparameters that are in θU . As an illustration,
Fig. 1 shows marginals for two hyperparameters of a quantum neural network and
their union (see also Fig. 9 in Appendix A). As the number of terms to consider
for the marginal can be very large, the authors of [26] used tree-based surrogate
regression models to calculate the average performance efficiently. Surrogate
models operate on the meta-level: they take as input the hyperparameter values
of a certain configuration, and map this to a given performance score of this

1 See: https://github.com/chMoussa/prior_qnn_surrogate_search.

https://github.com/chMoussa/prior_qnn_surrogate_search
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Fig. 1: Marginals for a quantum neural network with validation accuracy as performance on
the banknote-authentication dataset. Marginal plots of other datasets are shown in Fig. 9 in
Appendix A. The hyperparameters correspond to the number of layers, also known as depth
(a), the learning rate used during training (b), and their combination (c). The hyperparameter
values for the learning rate are on a log scale. When considered individually, we see, for instance,
that depth and learning rate should be set at a reasonable price for better performances.
However, when grouped together, the learning rate seems most influential.

configuration [14]. As such, it can be used to assess the scores of configurations
that we have not observed directly, serving as a surrogate for running the actual
model and determining its performance. Such a model yields predictions ŷ for the
performance measure p of arbitrary hyperparameter settings.

Functional ANOVA determines how much each hyperparameter (and each
combination of hyperparameters) contributes to the variance of ŷ across the
algorithm’s hyperparameter space Θ, denoted V. Intuitively, it assumes that a
hyperparameter is highly important to the performance measure if its marginal
has a high variance and vice versa. Due to the marginalizing over all possible
hyperparameter values and combinations, it gives a global overview of the important
hyperparameters (opposed to for example ablation analysis, which gives a more
local view) [5]. Functional ANOVA has been used for studying the importance
of hyperparameters of standard machine learning models such as support vector
machines, random forests, Adaboost, and residual neural networks [56,65]. We
refer to [26] for a complete description.

2.2 Supervised learning with Parameterized Quantum Circuits

2.2.1 Basics of quantum computing

In quantum computing, computations are performed by manipulating qubits,
similar to classical computing with bits. A system of n qubits is represented by
a 2n-dimensional complex vector in the Hilbert space H = (C2)⊗n. This complex
vector describes the state of the system |ψ⟩ ∈ H and is of unit norm ⟨ψ|ψ⟩ = 1.
The bra-ket notation is used to describe vectors |ψ⟩, their conjugate transpose
⟨ψ| and inner-products

〈
ψ
∣∣ψ′〉 in H. Single-qubit computational basis states are

given by |0⟩ = (1, 0)T , |1⟩ = (0, 1)T , and their tensor products describe general
computational basis states, e.g., |10⟩ = |1⟩ ⊗ |0⟩ = (0, 0, 1, 0).
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The quantum state is modified with unitary operations or gates U acting on
H. This computation can be represented by a quantum circuit (see Fig. 2). When
a gate U acts non-trivially only on a subset S ⊆ [n] of qubits, we denote such
operation U ⊗ 1[n]\S . In this work, we use, the Hadamard gate H, the single-qubit
Pauli gates X,Y, Z and their associated rotation gates RX , RY , RZ :

H =
1√
2

(
1 1
1 −1

)
, Z =

(
1 0
0 −1

)
, RZ(w) = exp

(
−iw

2
Z
)
,

Y =

(
0 −i
i 0

)
, RY (w) = exp

(
−iw

2
Y
)
, X =

(
0 1
1 0

)
, RX(w) = exp

(
−iw

2
X
)
,

(1)

The rotation angles are denoted by w ∈ R (typically restricted in the range of
[−π, π]). The matrix form of a 2-qubit controlled-Z gate = diag(1, 1, 1,−1) and
the

√
iSWAP (also denoted as sqiswap) gate is given by

1√
2


√
2 0 0 0
0 1 i 0
0 i 1 0

0 0 0
√
2

 . (2)

Measurements are carried out at the end of a quantum circuit to obtain bitstrings.
Such measurement operation is described by a Hermitian operator O called an
observable. Its spectral decomposition O =

∑
m λmPm in terms of eigenvalues λm

and orthogonal projections Pm defines the outcomes of this measurement, according
to the Born rule: a measured state |ψ⟩ gives the outcome λm and gets projected
onto the state Pm |ψ⟩ /

√
p(m) with probability p(m) = ⟨ψ|Pm |ψ⟩ = ⟨Pm⟩ψ. The

expectation value of the observable O with respect to |ψ⟩ is Eψ[O] =
∑
m p(m)λm =

⟨O⟩ψ. We refer to [51] for more basic concepts of quantum computing and follow
with parameterized quantum circuits.

2.2.2 Parameterized Quantum Circuits

A parameterized quantum circuit (also called ansatz ) can be represented by a
quantum circuit with adjustable real-valued parameters w. A unitary U(w) then
defines the quantum circuit by acting on a fixed n-qubit state (e.g.,

∣∣0⊗n〉). The
ansatz may be constructed by exploiting the nature of the problem (typically the
case in chemistry [45] or optimization [16]) or with a problem-independent generic
construction. The latter are often designated as hardware-efficient-ansatz.

For a machine learning task, the unitary U(w) encodes an input data instance
x ∈ Rd and is parameterized by a trainable vector w. Many designs exist, but
hardware-efficient parameterized quantum circuit [31] with an alternating-layered
architecture is often considered in quantum machine learning when no information
on the structure of the data or the problem is known. This architecture is depicted
in an example presented in Fig. 2 and essentially consists of an alternation of
encoding unitaries Uenc and variational unitaries Uvar. In the example, Uenc is
composed of single-qubit rotations RX , and Uvar of single-qubit rotations RY , RZ
and entangling Ctrl-Z gates, represented as in Fig. 2, forming the entangling part
of the circuit. Such an entangling part denoted Uent can be defined by connectivity
between qubits.
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Fig. 2: Parameterized quantum circuit architecture example with 4 qubits and ring connectivity
(qubit 1 is connected to 2, 2 to 3, 3 to 4, and 4 to 1 makes a ring). The first layer of RX is the
encoding layer Uenc, taking a data instance x ∈ R4 as input. It is followed by the entangling part
with Ctrl-Z gates. Finally, a variational layer Uvar is applied. Eventually, we do measurements
to be converted into predictions for a supervised task. The dashed part can be repeated many
times to increase the expressive power of the model.

These parameterized quantum circuits are similar to neural networks where the
circuit architecture is fixed, and the gate parameters are optimized by a classical
optimizer such as gradient descent. Hence, they have also been termed quantum
neural networks. The parameterized layer can be repeated multiple times, which
increases its expressive power like neural networks [67]. The data encoding strategy
(such as reusing the encoding layer multiple times in the circuit - a strategy called
data reuploading) also influences the latter [52,64].

The user can define the observable(s) and the post-processing method to convert
the circuit outputs into a prediction in the case of supervised learning. In practice,
observables based on the single-qubit Z operator are used. When applied on m ≤ n
qubits, the observable is represented by a 2m − 1 square diagonal matrix with
{−1, 1} values and is denoted O = Z ⊗ Z ⊗ · · · ⊗ Z.

Having introduced parameterized quantum circuits, we present the hyperpa-
rameters of the models, the configuration space, and the experimental setup for
our functional ANOVA-based hyperparameter importance study.

2.2.3 Related works

To apply functional ANOVA for performing hyperparameter importance, we per-
formed an extensive literature review on parameterized quantum circuits for ma-
chine learning [2,23,24,29,30,37,39,42,43,54,62,68,71,72,73,76] as well as quan-
tum machine learning software [1,3,10]. This resulted in a set of hyperparameters
and configuration space presented in Section 3.1. Several works also study the
performances of quantum neural networks on binary classification tasks, but more
for benchmarking purposes [40,62]. Concerning hyperparameter optimization, sev-
eral directions are taken, from quantum architecture search [13,75], to developing
hyperparameter optimization techniques [58], or applying concepts from automated
machine learning to quantum models [19]. In our case, we use insights from the hy-
perparameter importance study to steer a hyperparameter optimization procedure,
which can be considered an automated machine learning concept.
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3 Methods

In this section, we describe the model with its hyperparameters and define our
methodology.

3.1 Hyperparameters, configuration space and simulations

Many parameterized quantum circuit designs have been introduced based on
motivated research questions and contributions or the addressed problem. We
first carried out an extensive literature review on parameterized quantum circuits
for machine learning [2,23,24,29,30,37,39,42,43,54,62,68,71,72,73,76] as well as
quantum machine learning software [1,3,10]. We aggregated and translated the
design choices into a set of hyperparameters and configuration space, resulting in a
list of 10 hyperparameters, presented in Table 1. We choose them, so we balance
between having well-known hyperparameters that are expected to be essential and
less considered ones in the literature. For instance, many use Adam [32] as the
optimization algorithm whose learning rate should usually be well set. In contrast,
the choice of the entangling gate is generally fixed.

From the literature, we expect the data encoding strategy/circuit to be essential.
We set two main forms for Uenc. The first one is the hardware-efficient

⊗n
i=1RX(xi).

The second form from [3,29,23], translates to an instantaneous quantum polynomial
(IQP) circuit and is formulated as:

Uenc(x) = Uz(x)H
⊗n (3)

Uz(x) = exp

−iπ

 n∑
i=1

xiZi +
n∑

j=1,
j>i

xixjZiZj


. (4)

We can also make a model more expressive using data-reuploading [52,64,30,
68] or by pre-processing the input [64] (sometimes used in encoding strategies
where input features are fed into Pauli rotations). In this work, as a possible
pre-processing technique, we choose a usual activation function tanh. Its range is
[−1, 1], similar to the data features during training after the normalization step.

The list of hyperparameters we take into account is non-exhaustive. Therefore,
it can be extended at will, at the cost of more software engineering and a budget
for running experiments. All the quantum circuits were implemented using the Cirq
library [20] and numerically simulated with the TensorFlow Quantum library [10]
using an exact statevector simulator (without quantum noise). An estimated total
compute time for all the simulations performed was 31 000 CPU-hours.

3.2 Assessing Hyperparameter Importance

Having set the previous list of hyperparameters and the configuration space, we
perform the hyperparameter importance analysis using functional ANOVA. Firstly,
we sample various random configurations per dataset and apply the models to
measure their performance according to a measure we are interested in, in this
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Table 1: List of hyperparameters considered for hyperparameter importance for a quantum
neural network, as we named them in our TensorFlow Quantum code.

Hyperparameter Values Description

Adam learning rate [10−4, 0.5]
(log)

The learning rate with which the quantum neural net-
work starts training. The range was taken from the
automated machine learning library Auto-sklearn [17].
We uniformly sample, taking the logarithmic scale.

batch size 16,
32,
64

Number of samples in one batch of Adam used during
training

depth {1, 2,
· · · , 10}

Number of variational layers defining the circuit

is data encoding
hardware efficient

True,
False

Whether we use the hardware-efficient circuit⊗n
i=1 RX(xi) or an IQP circuit defined in Eq.3 to

encode the input data.
use reuploading True,

False
Whether the data encoding layer is used before each
variational layer or not.

have less rotations True,
False

If True, only use layers of RY , RZ gates as the varia-
tional layer. If False, add a layer of RX gates.

entangler operation cz,
sqiswap

Which entangling gate to use in Uent

map type ring,
full,
pairs

The connectivity used for Uent. The ring connectivity
uses an entangling gate between consecutive indices
(i, i+1), i ∈ {1, . . . , n} of qubits. The full one uses a gate
between each pair of indices (i, j), i < j. Pairs connect
even consecutive indices first, then odd consecutive
ones.

input activation
function

linear,
tanh

Whether to input tanh(xi) as rotations or just xi.

output circuit 2Z,
mZ

The observable(s) used as output(s) of the circuit. If
2Z, we use all possible pairs of qubit indices defining
Z ⊗ Z. If mZ, the tensor product acts on all qubits.
Note that we do not use single-qubit Z observables,
although they are often used in the literature. Indeed,
they are provably not using the entire circuit when it is
shallow. Hence we decided to use Z ⊗ Z instead. Also,
a single neuron layer with a sigmoid activation function
is used as a final decision layer similar to [62].

case, predictive accuracy. The sampled configurations and performances are used
to train a tree-based surrogate model (i.e., a random forest [9]) that can map any
configuration to the performance measure. Each hyperparameter value is given as
input, and the output is predictive accuracy. On top of the hyperparameters, we
can also add the number of epochs to make the surrogate aware of specific budgets.

Next, we verify the performance of the surrogate models. We utilize regression
metrics commonly used in surrogate benchmarks [15] to discard datasets where
surrogates perform poorly, as they can deteriorate the quality of the results. Per
dataset, the R2 score is calculated over the actual performance per configuration
versus the predicted performance per configuration. If this score is too low (below
0.75), the surrogate model is not accurate enough, and the dataset is excluded
from further analysis. Finally, we obtain the marginal contribution of each hyper-
parameter across all datasets, which can be used to infer a ranking of their general
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importance. A verification step similar to [56] is carried out to confirm the inferred
ranking previously obtained. We explain such a procedure in the following section.

3.3 Verifying Hyperparameter Importance
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Fig. 3: Performances of 1 000 quantum
machine learning models defined by differ-
ent configurations of hyperparameters over
each dataset. The metric of interest we use
is the 10-fold cross-validation accuracy. We
take the best-achieved metric per model
trained over 100 epochs.

In order to verify the hyperparameter
importance ranking, the authors of [56]
proposed a random search procedure in
which one hyperparameter is fixed to a
given value, and all other hyperparam-
eters are optimized. The assumption is
that when an important hyperparame-
ter is fixed to a given value, the result
of the optimization procedure is worse
than when an unimportant hyperparam-
eter is fixed to a given value. When fix-
ing a hyperparameter to a given value,
the procedure is repeated several times
with different values to avoid bias, and as
such, the optimization procedure is car-
ried out several times. Formally, for each
hyperparameter θj , we measure y∗j,f as
the result of a random search for max-
imizing the metric, fixing θj to a given
value f ∈ Fj , Fj ⊆ Θj . For categorical
θj with domain Θj , Fj = Θj is used. For
numeric θj , following [56], we use a set of
10 values spread uniformly over θj ’s range. We then compute y∗j = 1

|Fj |
∑
f∈Fj

y∗j,f ,

representing the score when not optimizing hyperparameter θj , averaged over fixing
θj to various values it can take. Hyperparameters with lower values for y∗j are
assumed to be more important since the performance should deteriorate more when
set sub-optimally.

In our study, we extend the verification step to be used on the scale of quantum
machine learning models. As quantum simulations can be costly, we use the
predictions of the surrogate instead of fitting new quantum models during the
verification experiment. The surrogates yield predictions ŷ for the performance
of arbitrary hyperparameter settings sampled during a random search, serving to
compute y∗j,f . This is also the reason why we performed a second phase evaluation
of the built-in surrogates. Surrogates that perform poorly can reduce the quality
of built marginals, resulting in inferred conclusions with potential bias.

3.4 Deriving Data-driven Priors for Hyperparameter Optimization

From the functional ANOVA framework, we obtain insights into which hyperpa-
rameters are important to optimize and which are not at the hyperparameter level.
Additionally, we will explore ways to utilize well-performing hyperparameter values
across datasets. The authors of [56] demonstrated a procedure for this that learns
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Fig. 4: Procedure outlining how we learn data-driven priors, following [56]. The top pane
shows three individual datasets (utilized for training). Each dot here represents a configuration
that was run on these datasets, with the red dots being the best-performing configurations.
The bottom pane shows how a kernel density estimator can be utilized to learn data-driven
priors inferred from the best configurations. This figure shows how this is done for a single
hyperparameter, although it can be generalized to multi-dimensional configuration spaces.

data-driven priors across datasets from good hyperparameter values. The priors
are then used within a hyperparameter optimization procedure such as hyperband
[36].

Figure 4 outlines this procedure. For each dataset, we utilize past experiments
and determine which configurations yielded the best performance. For each dataset
not used for evaluation, we identify the best-N (N to be determined by the user, but
we found that 10 and 20 works) performing configurations in terms of the metric
that we are interested in (e.g., predictive accuracy). Per hyperparameter, we now
gather the values that ended up in the best configurations. We fit a 1-dimensional
distribution per hyperparameter [35]. For numeric hyperparameters, we use a kernel
density estimator; for categorical hyperparameters, we sample from a multinomial
distribution (or Bernoulli in case of 2 possible values) whose parameters are set
according to the frequencies of values. This distribution now represents a learned
prior of good hyperparameter values and can be used to sample configurations in a
hyperparameter optimization process.

4 Dataset and inclusion criteria

We consider classical datasets to apply the machinery of quantum neural networks
and investigate the importance of the hyperparameters that were introduced before.
Similarly to [56], we use datasets from the OpenML-CC18 benchmark suite [7]. We
adhere to a commonly used trend in the quantum community in our study; i.e., we
only consider the datasets whose number of features is equal to the number of qubits
available under the current scale of quantum simulations on a server. We limit this
study to the case where the number of features is less than 20 after pre-processing,
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Table 2: List of datasets used in this study. The number of features is obtained after a usual
pre-processing used in machine learning methods, such as one-hot encoding.

Dataset
OpenML
Task ID

Number of
features

Number of
instances

breast-w 15 9 699
diabetes 37 8 768
phoneme 9952 5 5 404
ilpd 9971 11 583
banknote-authentication 10093 4 1 372
blood-transfusion-service-center 10 101 4 748
wilt 146820 5 4 839

as simulating quantum machine learning algorithms is computationally expensive.2

Hence, our first step was identifying which datasets fit this criterion. We include
all datasets from the OpenML-CC18 with 20 or fewer features after categorical
features have been one-hot-encoded and constant features are removed. Afterwards,
the input variables are scaled to unit variance as a normalization step. Finally, the
scaling constants are calculated on the training data and applied to the test data.

The final list of datasets is given in Table 2. In total, 7 datasets fitted the
criterion considered in this study. For all of them, we picked the OpenML Task ID
giving the 10-fold cross-validation task. A quantum model is then applied using
the latter procedure with the aforementioned pre-processing steps.

5 Results of Hyperparameter Importance

In this section, we present the results of the hyperparameter importance study.

5.1 Performance distributions per dataset

We independently sampled 1 000 hyperparameter configurations for each dataset
and ran the simulation of quantum models for 100 epochs as budget. We recorded
the best validation accuracy obtained over 100 epochs as a performance measure.
Fig. 3 shows the distribution of the 10-fold cross-validation accuracy obtained per
dataset. We observe the impact of hyperparameter optimization by the difference
between the least performing and the best model configuration. For instance, on
the wilt dataset, the best-performing model gets an accuracy close to 1, and the
least-performing model obtains a performance below 0.25. We can also see that
some datasets present a smaller spread of performances. For example, ilpd and
blood-transfusion-service-center are in this case. Hyperparameter optimization does
not seem to have a real effect because most hyperparameter configurations give
the same result. As such, the surrogates could not differentiate between various
configurations. For most datasets, hyperparameter optimization is vital for getting
high performances per dataset and detecting datasets where the importance study
can be applied.

2 A 10-fold cross-validation run in our experiment takes on average 262 minutes for 100
epochs with Tensorflow Quantum [10].
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Table 3: Results of the step in which we validate the surrogate models. This table shows
performances of the surrogate models built within functional ANOVA over a 10-fold cross-
validation procedure. We present the average coefficient of determination (R2), root mean
squared error (RMSE), and Spearman’s rank correlation coefficient (CC). These are standard
regression metrics for benchmarking surrogate models on hyperparameters [15]. The surrogates
over ilpd and blood-transfusion-service-center obtain low scores (less than .75 R2). Hence we
remove them from the study.

Dataset R2 score RMSE CC

breast-w 0.8663 0.0436 0.9299
diabetes 0.7839 0.0155 0.8456
phoneme 0.8649 0.0285 0.9282
ilpd 0.1939 0.0040 0.4530
banknote-authentication 0.8579 0.0507 0.9399
blood-transfusion-service-center 0.6104 0.0056 0.8088
wilt 0.7912 0.0515 0.8015

5.2 Surrogate verification

Functional ANOVA relies on an internal surrogate model to determine the marginal
contribution per hyperparameter. If this surrogate model is not accurate, this can
severely limit the conclusions drawn from functional ANOVA. Surrogate models
are trained to map the configuration to a particular performance score. Each
hyperparameter value is given as an input, and the output is the performance
measure of interest, in this case, predictive accuracy. As such, in this experiment,
we measure the performance of the surrogates without information on the number
of epochs. In this experiment, we verify whether the hyperparameters can explain
the performances of the models. Table 3 shows the performance of the internal
surrogate models. We notice low regression scores for the two datasets (less than
0.75 R2 scores). Hence we remove them from the analysis.

5.3 Marginal contributions

For functional ANOVA, we used 128 trees for the surrogate model. Fig. 5(a,b)
shows the marginal contribution of each hyperparameter over the remaining 5
datasets. We distinguish visually 3 primary levels of importance. According to
these results, the learning rate, depth, data encoding circuit, and reuploading
strategy are critical. These results are in line with our expectations. According
to functional ANOVA, the entangler gate, connectivity, and whether we use RX
gates in the variational layer are the least important. Hence, our results reveal new
insights into these hyperparameters that are not considered in general.

5.4 Verification of important hyperparameters

In line with the work of [56], we perform an additional verification experiment
that verifies whether functional ANOVA outcomes align with our expectations.
However, the verification procedure involves an expensive, post hoc analysis: a
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Fig. 5: The marginal contributions per dataset are presented as (a) the variance contribution
and (b) the difference between the minimal and maximal value of the marginal of each
hyperparameter. The hyperparameters are sorted from the least to the most important using
the median. We distinguish from the plot 3 primary levels of importance.

random search procedure fixing one hyperparameter at a time. Therefore, as our
quantum simulations are costly, we used the surrogate models fitted on the current
dataset considered over the 1 000 configurations obtained initially to predict the
performances one would obtain when presented with a new configuration. Fig. 6
shows the average rank of each run of random search, labeled with the hyperparam-
eter whose value was fixed to a default value. A high rank implies poor performance
compared to the other configurations, meaning that tuning this hyperparameter
would have been important. We again witness the 3 levels of importance, with
almost the same order obtained. However, the input activation function is found to
be more important while the batch size is less. More simulations with more datasets
may be required to validate the importance. However, we empirically retrieve
the importance of well-known hyperparameters while considering less important
ones. Hence functional ANOVA becomes an interesting tool for quantum machine
learning in practice. Next, we demonstrate this by using the obtained results to
improve a hyperparameter optimization algorithm.

5.5 Efficiency of Data-driven Priors for hyperparameter optimization

We will utilize the performance data to build data-driven priors over what are
good hyperparameter values across datasets. The data-driven priors can then be
utilized in hyperparameter optimization methods, such as hyperband [36], to replace
uniform sampling strategies. We will use the experimental data to obtain a set of
data-driven priors (kernel density estimators and multinomial) over hyperparameter
values, similar to [56]. We will demonstrate that employing the data-driven priors
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Fig. 6: Verification experiment of the importance of the hyperparameters. A random search
procedure is used for up to 4096 iterations, excluding one parameter at a time. A lower curve
means the hyperparameter is found to be less important.

improves the results obtained with hyperband with respect to the default uniform
sampling.

We will utilize hyperband to verify whether the data-driven priors are more effec-
tive than uniform sampling. Generally, in hyperband, a number of hyperparameter
configurations are sampled uniformly (where each hyperparameter value is sampled
independently) to train machine learning models given a value of a user-defined
notion of budget (e.g. the number of epochs). A proportion of the configurations
that have performed best are kept for the next iteration where the budget value
is increased until one configuration remains. In our case, uniform sampling can
be replaced by the data-driven priors which can be sampled to obtain hyperpa-
rameter values. In order to get a balanced assessment under which conditions
these data-driven priors work well, we also vary the hyperparameters of hyperband
itself. While hyperband is arguably robust against ill-specified hyperparameters,
we want to see whether the data-driven priors work well across the various options.
Table 4 shows the various hyperparameters of hyperband that we considered. We
ran an experiment on each combination of these hyperparameters. Note that, to
keep the computational cost manageable, we do not run the actual algorithms
that hyperband is exploring but use surrogate models instead. The latter are built
similarly to the previously considered surrogate models in functional ANOVA (see
Sec. 5.2); however, we also incorporate the number of epochs as a feature for this
experiment. We do so to use the number of epochs as the notion of budget for
hyperband. Configurations are sampled randomly with an increased number of
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Table 4: List of hyperparameters considered for hyperband experiments.

Hyperparameter Values Description

η 2, 3, 4 Elimination rate factor for con-
figurations advancing to the next
iteration.

s max 3, 4, 5, 6 Number of unique executions of
successive halving.

R 50,
100

Maximum amount of resources
(epochs) that can be allocated to
a single configuration.

Important
Hyperparameters

Adam learning rate,
depth,
input activation function,
use reuploading

Set of important hyperparame-
ters considered to fit a Kernel
Density Estimator based on the
insights of Section 5.4.

best N 10, 20 Number of best-performing con-
figurations on which a kernel den-
sity estimator or multinomial dis-
tribution is fitted for important
hyperparameters.

Sampling method Uniform,
Data-driven
(e.g., kernel density estimator)

The method for generating hyper-
parameter configurations to run
the models on.

Bandwidth Selection
method

Silverman,
Sheather-Jones

The bandwidth estimator
method used to fit the data with
kernel density estimator.

epochs for a given hyperband iteration, onto which performances are determined
with the surrogate models.

Figure 10 in Appendix B illustrates example kernel density estimators for a
quantum neural network’s two most important hyperparameters. We see from
the figure that: (i) the default values of Adam’s learning rate used by the deep
learning practitioners have a reasonable default, and (ii) the significance of using a
higher depth in parameterized quantum circuits as it makes them more expressive
(a desirable property of any machine learning model). We note that in order to
evaluate the data-driven priors on a given dataset, we build these priors on all
other datasets except this one (leave one dataset out). As such, we have a slightly
different set of data-driven priors for each experiment.

For our experiments, we run hyperband with different values for its hyper-
parameters with 15 random seeds per dataset, using the previously-mentioned
surrogate models to obtain performance scores per configuration (to economize on
the otherwise extensive runtime). Figure 7 and 8 illustrate our results. For each
dataset, the difference in accuracy between the two sampling strategies is depicted:
positive values indicate that sampling based on data-driven priors performs better.
Each data point represents a given configuration of hyperband with data-driven
priors compared to a configuration of hyperband with uniform sampling. The
violin plots aggregate over various datasets (5), random seeds (15) and various
hyperparameter settings of hyperband (see Table 4).

In general, the results suggest that using data-driven priors from good values
of hyperparameters can aid in finding better configurations of quantum neural
networks. Indeed, as shown in Figure 7 a), the average improvement is 0.53%,
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Title Suppressed Due to Excessive Length 17

and the maximum was 6.11% for all hyperband hyperparameters tried. From
Figure 7 b), the best run in terms of average performances achieved an average
improvement of 1.41%, and the maximum was 4.04%. Moreover, from Figure 7 c),
the worst run in terms of average performance achieved an average improvement of
0.14%, and the maximum was 1.21%. Furthermore, the improvement was obtained
across all hyperband runs in 77.2% of cases. Finally, Figure 8 shows that the
average improvement generally increases as we add a hyperparameter according to
its importance ranking when learning data-driven priors. This demonstrates the
benefits of balancing between exploration and exploitation using hyperparameter
importance when performing hyperparameter optimization.

More simulations with more datasets can be performed as methods enabling
the usage of quantum neural networks on datasets with a number of features
greater than the number of qubits are being developed [22,54]. However, we verified
empirically that the importance information obtained from functional ANOVA could
be helpful for hyperparameter optimization. More sophisticated hyperparameter
optimization algorithms can also benefit from such studies.

6 Limitations

We discuss three limitations to better place the work in a context that could guide
further research. Firstly, the work heavily leans on the hyperparameter importance
definition of functional ANOVA. While this is a well-established measure built on a
solid foundation of prior work [69,26,56] there are also downsides. The involvement
of the marginal has a very desirable property in that it is not conditioned on the
value of other hyperparameters, as it averages over all possible values for all other
hyperparameters. Following this definition, it considers both very well-performing
hyperparameter configurations and all mediocre-performing configurations. Thereby,
it gives good information on what hyperparameters are generally important, giving
a global picture. However, in some cases, we might be more interested in the
hyperparameters that do not seem important on a global level, are responsible
for obtaining the final bits of performance. These are usually hard to detect by
functional ANOVA. The work of [25] proposes a way to filter out bad-performing
configurations, compromising the global overview of functional ANOVA in favour
of the aforementioned important details. However, it is essential to note that every
definition of hyperparameter importance always comes with a particular definition
bias that should be clearly communicated.

Secondly, due to the high amount of required CPU resources, we have decided
to perform both the verification experiment and the evaluation of the data-driven
priors on learned surrogate models. The surrogate models are learned based on the
experimental data we have gathered and evaluated extensively (see Section 5.2).
However, like any model, the surrogates are not perfect, and by introducing a
surrogate in the experimentation, a bias is induced in favour of economizing on
CPU time. Since the experiments of [56] were run on actual models (rather than
the surrogate models) and already confirmed the high correlation between the
functional ANOVA results and the verification experiment, we believe that using
the surrogate models for this paper is a valid approach.

Finally, by means of this study, we have considered a family of quantum
neural network architectures, whereas the literature has proposed many more
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architectures. While it is likely that some hyperparameter importance results
generalize across different architectures (e.g., the learning rate and the depth will
likely always be important), it should be noted that only limited conclusions can
be transferred across different architectures. Ideally, this study can be repeated
over a broad range of quantum neural network architectures, identifying even more
general patterns. For instance, various hyperparameters of the models can have
an influence on the trainability and optimization of the model. It is known that
quantum neural networks can suffer from the phenomenon of barren plateaus [41],
similar to the vanishing gradients problem inherent in neural networks, resulting
in trainability issues. Several hyperparameters such as the circuit architecture [50],
input state [34] and the depth [12] are related to barren plateaus. It would be
interesting to extend this study by modifying or adding into the hyperparameters
more quantum circuit specifications designed to handle barren plateaus [53,21,74,
57] and tailored optimization procedures for quantum machine learning [47,33].

7 Conclusion

In this work, we assess the importance of several hyperparameters related to quan-
tum neural networks for classification using the functional ANOVA framework.
Our experiments rely on OpenML datasets matching the current scale of quan-
tum hardware simulations (i.e., datasets with at most 20 features after applying
pre-processing operators, hence using 20 qubits). We selected and presented the
hyperparameters based on an investigation of quantum computing literature and
software. Firstly, hyperparameter optimization highlighted datasets where we ob-
served high variance in the performance across configurations (see Figure 3). In
particular, for the ‘wilt’ dataset, the performances were spread from 25%–100%.
This further underlines the importance of hyperparameter optimization for these
datasets. There were also datasets where this variance was negligible.

Following [56], we utilized functional ANOVA to attribute the variance in
performance to the various (combinations of) hyperparameters. Hyperparameters
that attribute to a high variance are considered important, whereas hyperparameters
that attribute to only a small variance are considered unimportant. From our
results, we distinguished 3 primary levels of importance. On the one hand, Adam’s
learning rate, depth, and data encoding strategy are found to be very important,
as we expected. On the other hand, the less considered hyperparameters, such
as the particular choice of the entangling gate and using 3 rotation types in the
variational layer, are in the least important group. Hence, our experiment confirmed
expected patterns and revealed new insights for the selection of the quantum model.
We confirmed these results by cross-checking these results against an extensive
experiment, where we ran several hyperparameter optimization processes, each time
optimizing all but one hyperparameter. When such a hyperparameter optimization
run was still successful even when a given hyperparameter was not optimized, that
indicates that the hyperparameter was not important, and vice-versa. There was a
high correlation between the hyperparameters that were found to be important
by both results. For example, both results rank learning rate, depth, and use
reuploading among the most important hyperparameters.

Finally, following [56], we utilize good configurations across datasets to create
data-driven priors that can be used in hyperparameter optimization processes
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to sample from (opposed to the commonly-used uniform or log-uniform prior).
We demonstrated that using prior information of good values of hyperparameters
benefits the hyperparameter optimization process by comparing a hyperband
optimization process with the data-driven priors against a hyperband optimization
process with uniform priors. This experiment was repeated with many different
settings for hyperband, ranging in many different hyperparameter configurations of
the hyperparameter optimization method. The results indicate that the data-driven
priors outperform the uniform priors in 77.2% of the cases.

For future work, we plan further to investigate methods from the field of au-
tomated machine learning to be applied to quantum neural networks [8,17,44].
Indeed, our experiments have shown the importance of hyperparameter optimiza-
tion, which should become standard practice and part of the protocols applied
within the community. We further envision functional ANOVA to be employed
in future works related to quantum machine learning and understanding how to
apply quantum models in practice. For instance, it would be interesting to con-
sider quantum data, for which quantum machine learning models may have an
advantage. Plus, extending hyperparameter importance to techniques for scaling
to a large number of features with the number of qubits, such as dimensionality
reduction or divide-and-conquer techniques, can be left for future work. Finally,
this type of study can also be extended to different noisy hardware and towards
algorithm/model selection and design. For example, choosing which hardware
works best for machine learning tasks becomes possible if we have access to a
cluster of different quantum computers. One could also extend our work with
meta-learning [8], where a model configuration is selected based on meta-features
created from dataset features. Such types of studies already exist for parameterized
quantum circuits applied to combinatorial optimization [46,49,61].
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48. Moussa, C., van Rijn, J.N., Bäck, T., Dunjko, V.: Hyperparameter importance of quantum
neural networks across small datasets. In: P. Pascal, D. Ienco (eds.) Discovery Science, pp.
32–46. Springer Nature Switzerland, Cham (2022)
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Fig. 9: Marginals of hyperparameters for a quantum neural network with validation accuracy
as performance metric on four datasets (from top to below, the order is breast-w, phoneme,
diabetes, wilt). The hyperparameters correspond to the number of layers, also known as depth
(left column), the learning rate used during training (middle column), and their combination
(right columns).
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B KDE priors of important hyperparameters
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Fig. 10: Priors obtained for the top-2 important hyperparameters (learning rate (a) and depth
(b)) for a quantum neural network. The x-axis denotes the values, while the y-axis denotes the
probability of the value being sampled.
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